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An example

In person she was inferior to both sisters
—Persuasion, Jane Austen
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An example

In person she was inferior to both sisters
—Persuasion, Jane Austen
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An example

In person she was inferior to both sisters
—Persuasion, Jane Austen
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An example

In person she was inferior to both sisters
—Persuasion, Jane Austen
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Sparsity

New words appear all the time:
» sparsistency; 65,132.14; synaptitude
> New bigrams appear even more often.

> New trigrams, etc — even worse!



Sparsity
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» sparsistency; 65,132.14; synaptitude
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Language models in practice
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n-gram order

» Kneser-Ney is very competitive and widely used.
> Use trigrams at least — MT goes to 5-grams and beyond.

» SRILM toolkit makes it easy to play with very advanced LMs.



Language models in practice

» Smoothing controls the
variance of higher-order
N-gram models.

> But 5-grams are still very
difficult to store.

» Recent work uses Bloom
Filters to store approximate
LM probabilities very
efficiently.
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