Administrative corrections

@ The prerequisite is apparently CS 1331.

@ This will be changed to CS 3510, and my recommendation is to wait
until you've had this class.

o Informally: probability, algorithms, programming

@ If you don't have sufficient preparation, there's only so much we can
do to help you...



Sentiment analysis

Pang and Lee define sentiment analysis broadly:
@ Making a decision for a particular document
e ‘is it positive or negative?”
e “how positive is it?"
@ Ordering a set of of texts
e “rank these reviews by how positive they are”
@ Giving a single label to an entire collection

e “where on the scale between liberal and conservative do the writings of
this author lie?”

o Categorizing the relationship between two enti- ties based on textual
evidence

e “does A approve of Bs actions?”



Sentiment analysis

Pang and Lee define sentiment analysis broadly:
@ Making a decision for a particular document
o “is it positive or negative?” (polarity classification)
e “how positive is it?"
@ Ordering a set of of texts
e “rank these reviews by how positive they are”
@ Giving a single label to an entire collection

e “where on the scale between liberal and conservative do the writings of
this author lie?”

o Categorizing the relationship between two enti- ties based on textual
evidence

e “does A approve of Bs actions?”



Sentiment analysis

Darin [ATL Urbanist]
Great sunset tonight, behind the clouds in Downtown Atlanta
#atlanta #sunset #weloveat! pic.twitter.com/JsMZBlilgw

e NWS Atlanta inta - 10 M

: RT @LoznickaCBS46: Ugly skles over Buford, GA at this moment.

=P Sent in from CBS46 viewer. cc: @NWSAtlanta #Atlanta
pic.twitter.com/uzy2LUZnrC

L 9 £33 * View photo

View photo




Spam detection

spam
Ispam/ )
noun

1. irrelevant or inappropriate messages sent on the Internet to a large number of
recipients.

2. trademark
a canned meat product made mainly from ham.

verb

1. send the same message indiscriminately to (large numbers of recipients) on the
Internet.

Freein Atlanta nta - 1m - see M

@' #atlanta How to raise credit score 28 pomts in 2 months?
bit.ly/yWBeB5
“ 93 *

AtIBizChron - atgizc 190 - s
ABC UPDATE: City did not err in demolltlon permit for historic building in
King district bizj.us/116g2z #Atlanta #MLK

L 2 131 * View summary



Language classification

Twitter’s World i 4

Twitter'sfootprintis growing
fast,although English speakers
inthe US. remainthe largest
demographic. Semiocast has
detected tweets in 61languages,
sent from most countriesin the
world. The trick now istoturnits
global presence intoadvertising
dolears.

Bon maten! Remember: yon sél lang se janm ase!
- < *
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The bag-of-words representation

NWS Atlanta 3h e

RT (@LoznickaCBS46: Ugly skies over Buford, GA at this moment.
=== sent in from CBS46 viewer. cc: @NWSAtlanta #Atlanta
pic.twitter.com/uzy2LUZnrC

“« 33 * View ph

Darin [ATL Urbanist] t
Great sunset tonight, behind the clouds in Downtown Atlanta

#atlanta #sunset #weloveat! pic.twitter.com/JsMZBlilqw

wi ={great, sunset, tonight, ...} wy ={ugly, skies, buford, ...}



The bag-of-words representation

Darin [ATL Urbanist] t P NWS Atlanta o
Great sunset tonight, behind the clouds in Downtown Atlanta —— RT _LOZWCR&CBS 6..Ug|y Sk'és OVir Buford, GA at this moment
atlanta #sunset #weloveat! pic.twitter.com/JsMZBlilgw Sent in from CB‘S46 viewer. cc: @NWSAtlanta #Atlanta
pic.twitter.com/uzy2LUZnrC
w pho

View photo
“« 33 *

wi ={great, sunset, tonight, ...} wy ={ugly, skies, buford, ...}
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The bag-of-words representation

R NWS Atlanta

Darin [ATL Urbanist] t TR
ﬁ G:Iant sunset’t:r:‘il;ht, behind the clouds in Downtown Atlanta .;1 R _LOZWCR&CBS%:_UQW Shies OVS)’ SN, ER B e
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wi ={great, sunset, tonight, ...} wy ={ugly, skies, buford, ...}
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x= 0 0 0...0 0 0...0 1 0...0 0 0...0 0 0...0 1 O

x; = {great : 1,sunset : 1, tonight : 1,...}
x2 = {ugly : 1,skies : 1,buford : 1,...}



Feature functions

Suppose y € Y = {pos, neg }. Then,

f(x,y = pos) =[x", 0" I
f(x,y = neg) =[07,x" I



Feature functions
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Feature functions

Suppose y € Y = {pos, neg, neut}. Then,

f(x,y = pos) =[x",07,0" |
f(x,y = neg) =[0",x",07 '
f(x,y = neut) =[07,07,x" T

The feature vector is composed of individual feature functions, e.g.:

fi76(x, y) ==x176 X d(y = pos)
=d(great € w Ay = pos)
fiz7(x, y) =x177 X 0(y = pos)
fo176(X, y) ==x176 X 6(y = neg) ...



Feature functions

Suppose y € Y = {pos, neg, neut}. Then,
f(x,y = pos) =[x",07,07,1]"
f(x,y = neg) =[07,x",07,1]"
f(x,y = neut) =[07,07,x", 1]7

The feature vector is composed of individual feature functions, e.g.:
fi76(x, y) =x176 X 0(y = pos)
=d(great € w Ay = pos)
fi77(x,y) ==x177 x §(y = pos)
fr0176(X, y) :=x176 X 0(y = neg) ...

We usually add an “offset” feature at the end of each vector.



Prediction by addition

@ We can then define weights for each feature:

{(great, pos) = 1, (great, neg) = —1, (great, neut) = 0,
(ugly, pos) = —1, (ugly, neg) = 1, (ugly, neut) = 0,
(buford, pos) = 0, (buford, neg) = 0, (buford, neut) = 0,



Prediction by addition

@ We can then define weights for each feature:

0 = {(great, pos) = 1, (great, neg) = —1, (great, neut) = 0,

(ugly, pos) = —1, (ugly, neg) = 1, (ugly, neut) = 0,
(buford, pos) = 0, (buford, neg) = 0, (buford, neut) = 0,

)

@ We can arrange these weights into a vector.



Prediction by addition

@ We can then define weights for each feature:

0 = {(great, pos) = 1, (great, neg) = —1, (great, neut) = 0,

(ugly, pos) = —1, (ugly, neg) = 1, (ugly, neut) = 0,
(buford, pos) = 0, (buford, neg) = 0, (buford, neut) = 0,

)

@ We can arrange these weights into a vector.

@ The score for any instance and label is equal to the sum of the
weights for all features in the instance:

¢y,x = Z enfn(xa)/)

=67f(x,y)
§ =argmax07Tf(x, y)
y



Where do we get the weights?

@ Set them by hand
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@ Discriminative learning



Where do we get the weights?

Set them by hand
Probability

Discriminative learning



